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Figure | - Bodytrack is a computer vision
application that tracks a human body. Above is the
output of two different runs of Bodytrack, one using
a precise architecture and the other using load value
approximation. The similarity is uncanny, and
approximating load values can save 44% in energy
and improve performance by over |4%.
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Figure 2 - The Load Value Approximator
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Performance vs. Error
When we're confident that we're
accurate, we can give a load

instruction the approximate value.
These Relaxed Confidence Windows
can help us improve performance.

Error

Energy vs. Error
We don't always need to fetch

data from memory to train our
approximator. This Approximation
Degree can help us save energy.
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Figure 3 - Load value
approximation allows trade-
offs between performance,
energy, and error

Results
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Figure 4 - Load Value Approximation speeds up
applications by an average of 9%.
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Figure 5 - High approximation degrees lowers the
number of fetches to memory, yielding |3% energy
savings on average.




